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Abstract

We consider a syntax for nominal terms extended with non-capturing atom substitution
and show that unification over such terms is undecidable. The proof of undecidability is
obtained by reducing Hilbert’s tenth problem to unification of extended nominal terms,
adapting Goldfarb’s proof of undecidability of second-order unification.

1 Introduction

Nominal unification is a well-established generalisation of first-order unification that deals with
variable binding using atom permutations and freshness constraints. Nominal terms are charac-
terised by the distinction, at the syntactic level, between atoms, which can be abstracted but are
not subject to substitution, and meta-variables, or simply variables, which behave like first-order
variables but may be decorated with atom permutations. Urban, Pitts and Gabbay [UPG04]
showed that unification of nominal terms, that is, unification modulo a-equivalence, is decidable
and gave an algorithm to find the most general solution to any (unifiable) nominal unification
problem. Efficient algorithms exist which solve the nominal unification problem in polynomial
time [CFO8b, LV10, CF10].

Nominal unification has applications in logic programming [CU04, BF07] and term rewrit-
ing [FGMO04, FGO7], among others. Matching is a form of unification where one of the terms is
ground, that is, without variables, or its variables are regarded as constants. Nominal matching
is efficient: linear time algorithms are available [CF09]. Various versions of nominal matching
have been used in nominal rewriting [FG07] and functional programming languages involving
names and binders (for instance, FreshML [PG00, SPGO03, Pot07], Caml [Pot06]). However,
the capture-avoiding substitution used in many systems of interest has, thus far, needed to be
encoded by explicit rewrite rules or axioms for the syntax in question. To address this issue, an
extension of nominal syntax with a primitive capture-avoiding atom substitution was presented
in [FFST15], along with a dependent type system defined over such extension. Here we adopt
this extended syntax and show that unification is undecidable by providing an effective method
to reduce Hilbert’s tenth problem to nominal unification extended with atom substitutions. The
proof is based on that given by Goldfarb [Gol81] to show the undecidability of second order
unification. Nominal matching extended with atom substitution remains decidable (albeit no
longer unitary); an algorithm is given in [Dom17], together with a characterisation of a wide
class of terms for which matching is unitary. These results have applications in rewrite-based
models of computation and open the way for the development of powerful reasoning frameworks
based on nominal syntax.

Related Work Our theory of extended nominal terms is taken from [FFST15]. Capture-
avoiding atom substitution was previously studied in the context of nominal algebra by Gabbay
and Mathijssen [GM09, GMO0S8]. Unification and rewriting of nominal terms were introduced
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in [UPGO04] and [FGMO04, FGO7] respectively. Cheney proved that a more general form than
nominal unification, called equivariant unification, is NP-complete [Che(5]. Efficient nominal
unification algorithms were developed by Calves and Ferndndez [CF08b, CF08a] and Levy
and Villaret [LV10]. Both approaches were later unified by Calves [Call3]. Kumar and Nor-
rish [KN10] also studied efficient forms of nominal unification, using triangular substitutions,
which are not necessarily idempotent. In [SKLV16], a nominal unification algorithm extended
with a recursive let (letrec) is defined, along with several nominal letrec matching algorithms
for variants, which all run in nondeterministic polynomial time. Relations between nominal
unification and higher-order pattern unification were studied in [Che05, LV10, LV12, DGM10].
An explicit substitution calculus for contextual type theory is described in [AP10], which dis-
tinguishes between variables, which can be bound and have a capture-avoiding substitution,
and meta-variables, which cannot be bound and for which substitution is possibly capturing.
They also provide an algorithm for definitional equality.

Goldfarb [Gol81] showed that second-order unification is undecidable, by reducing Hilbert’s
tenth problem to a unification problem for a second-order language. We have followed his
methodology to provide the proof of undecidability for nominal unification extended with atom
substitutions. In [Lev96], some cases of linear second-order unification are proved to be de-
cidable. Particularly the case where each variable occurs at most twice. In [Lev98, LVO00] it
was proved that, under the same restriction, second-order unification is undecidable, along with
other decidable and undecidable subclasses of second-order unification problems with variable
occurrence restrictions. Such results are obtained by means of reducing simultaneous rigid
E-unification [GRS87], proved to be undecidable in [DV96], to second-order unification. Ad-
ditionally in [LV00], there is an undecidability proof of second-order unification by a direct
encoding from the halting problem for Turing machines.

2 Background

Fix countably infinite, pairwise disjoint, sets of atoms, a,b,c,... € A; variables, X,Y, Z,... €
X; and term-formers f,g,... € F, each with a fixed arity. A permutation is a bijection
on A with finite domain, called the support of 7, Support(w). A swapping is a particular
case, written (a b), where a maps to b, b maps to a and all other atoms ¢ map to themselves.
Atom substitutions (or a-substitutions for short) ¥, ¢ are mappings from atoms to terms
with finite domain, that is, the set of atoms such that J(a) # a, written Dom(¥), is finite.
Permutations, a-substitutions and nominal terms with atom substitutions, or just terms
from now on, are generated by the grammar shown in Def. 2.1.

Definition 2.1. Syntax of terms.

m=1d | 7(ab) P, ¢ =1d| [a > s]|¢
s,tu=al@mX | als| fs]| (s1,-..,8n)

Function applications, fs, must respect the arity of the term-former. A moderated
variable ¢|r-X is X € X along with a suspended permutation 7 and a suspended atom
substitution ¢. The final identity operator, Id, is commonly omitted from the syntax of both
permutations and a-substitutions. Write 7! for the inverse of w. For example, if 7 = (a b)(b c)
then m(c) = a and ¢ = 7 !(a). A-substitutions are interpreted as simultaneous bindings,
abbreviated as [a1 — $1;...;a, —> 8,]. Write 9% for the a-substitution ¥ with domain
Dom(9) \ {ai,...,a,}. The image of 9, written Zmg(), is the set of terms {¥(a) | a €
Dom(9)}.
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Write V (t) for the set of variable symbols appearing in a term ¢; a ground term s is such
that V(s) = @. Write A(t) for the set of atoms appearing in a term ¢; this includes atoms in
the domain and image of a-substitutions as well as atoms in the support of permutations. We
omit the inductive definitions. Outer brackets are commonly omitted for V(-) and A(-) when
applied to tuples. We also use the notation V(-) (resp. A(:)) to denote the set of variables
(resp. atoms) in the domain (resp. image) of an a-substitution.

Example 2.2 (Terms). Let map, cons be term-formers. We then have the terms
map([a]F, cons(H,T)) and cons([a — H|-F,map([a]F,T)).

For more examples, we refer the reader to [UPG04, FGO07] for non-extended nominal terms
and [FFST15] for the extended case.

Definition 2.3 (Permutation action). Permutations apply to terms and a-substitutions. Write
o for composition of two permutations such that (7’ o 7)(a) = #’'(7(a)).

m-a = 7(a) m-[a]t £ [r(a)]m-t T ft & frt Tty oty) 2 (Tty, ..., Tty)

7(p|7’-X) 2 (m-¢) (mo7')-X where 7-Id= Id m([a = t]¢) = [r(a) — 7t] (7).

Call a#t a freshness constraint. Let AV, ... range over sets of primitive constraints
of the form a#X; call such sets freshness contexts. Call s ~, t an a-equivalence con-
straint. Write V F a#t and V F s =, t, called freshness and a-equivalence judgements
respectively, when a derivation exists using the syntax-directed rules from Def. 2.4 where, for
a-substitutions ¢, ¢’ and permutations 7, 7', we abbreviate Dom(¢) UDom(¢’) as DomP(¢, ¢')
and Support(m) U Support(r’) as SupportP(m,n'). We may drop set brackets in freshness con-
texts, for example, a# X, b#Y for {a#X,b#Y } and also write a,b#t (resp. a#ts,t) instead of
aFt, b#t (resp. a#s, a#tt).

Definition 2.4 (Freshness and a-equivalence judgements).

V - a#s V F a#s
oL oa e oo D (#[B)) (#£)
V F a#b V F a#la]s V F a#b]s VEa#fs
N (VEa#e®) V(7 ()#X € V)) VFafs - VF afisn
be(Dom($)U{a}) (#X) . (#tupl)
Vl—a#¢|7TX v a#(51>'~~78n)
VEsrat VEsrat
Vham~ a (Fa®) ————————— (mafa) —————— (=af)
Viaraa V + [a]s =a [a]t VI fs=q ft
VE((a)smat VFIEb#s VEsimats -+ VE s, ~atn
(=a[b]) (Ratupl)
V F [a]s =a [b]t VE(s1,...,50) Ra (t1,...,tn)
A (V- ¢(m(a)) ma ¢'(7' (@) V (X € V))

a€(DomP(¢p,¢p" ) USupportP(w,n’))

Vi dlmX ~o ¢|7-X

(maX).

The derivation rules are similar to the ones given in [FFST15], except rules (#x) and (xaX).
In [FFST15], (#x) is divided into a pair of derivation rules, whereas in our version both rules
are combined by the conjunction normal form (CNF), generated over the set (Dom(¢) U {a}).
Similarly, the premise of rule (xoX) is here formed as a CNF instead of using the disagreement
set ds(V, ¢|m, ¢ |7") = {a | a € (DomP(d,¢") U SupportP(n,n’)) ANV tf ¢(w(a)) =4 ¢' (7' (a))}

3
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as in [FFSTI15]. Def. 2.4 offers a more succinct approach by having fewer inference rules and
avoiding the use of auxiliary functions in premises, opting instead to show the expanded form
of such auxiliary functions. Recall that, unlike for non-extended nominal terms [UPG04], there
may exists more than one least set of primitive constraints logically entailing ¢|m-X =z, ¢'|7’-X
(see [FFST15]). In the case where a-substitutions are Id, both rules (#X) and (=aX) reduce to
their non-extended analogue as given in [FGO07, Def. 6].

The relation =2, is indeed an equivalence relation [FFST15].

The action of an a-substitution ¢ on a term ¢, written t¢, relies on a freshness context V
and therefore define over terms-in-context, written V - ¢, or simply - ¢t whenever V = &.

Definition 2.5 (A-substitution action). Write e for a-substitution composition so that ¢(¢ e

¢') = (td)¢'.

Vhap2¢(a) VE(f)o2 ftg Vi (t,... ta)d = (16, .. tnd)
VE(|mX)p = (¢ ed)|mX VI ([a]t)p £ [B]((a b)4)¢~" where V = b#t, Tmg(¢).

A-substitutions work uniformly on a-equivalence classes of terms [FFST15]. Then, follow-
ing the notation above, capture-avoidance is guaranteed by selecting a distinct a-equivalent
representative of V + [a]t (i.e., V F [b](a b)-t since V F b#t,Img(p) ) prior to ¢ acting on
such term-in-context. Note that, there exists an infinite number of atoms which do not appear
in either [a]t or ¢ and, since variables have finite support [Pit03], one can augment the fresh-
ness context with the primitive constraints b#X for all X in (V(t) U V(Zmg(¢))) and some
be (A\ (A(t) U A(Zmg(¢)))) whenever required. In practice, one could start with a large
enough set of new atoms not appearing in the system under consideration in order to generate
a set of primitive constraints built from such atoms with respect to each variable in the system:;
such a set would then be joined with the given freshness context before interacting with the
system. This approach is similar to the approach taken in [FG07, FFST15] and tacitly assumed
in the rest of the paper.

Variable substitutions, or just v-substitutions, are mappings from variables to terms
with finite domain, i.e., the set of variables such that o(X) # X, written Dom(o), is finite.
Write Zmg(o) for the image of o, that is, the set of terms {o(X) | X € Dom(o)}. Variable
substitutions are generated by the grammar: 0,6 = Id | [X — s]o where Id is commonly
omitted; [X1 +— s1]- - [Xp, > 8y] is interpreted as simultaneous bindings, abbreviated to [X; —
s1;...; Xy > s,] where the variables X; are pairwise distinct. The action of v-substitutions
o on a freshness context V is defined as Vo = {a#0(X) | X € Dom(c),a#X € V}.

Definition 2.6 (V-substitution action). Write e for the composition of two v-substitutions
such that t(c e o’) = (to)o’.

ac = a ([a]t)o £ [alte  (ft)o = fto  (t1,...,tn)o = (ti0,. .. t,0)
(¢|7-X)o £ (1-0(X))(¢c) where Ido 2 1d ([a+ s]¢)o £ [a — so](¢o).

Lemma 2.7. The action of v-substitutions o commutes with both permutation action, V
7-(50) Ry (7-5)0, and a-substitution action, V & (so)do =, (s¥)o. Furthermore, v-substitution
action preserves # and =, in the following sense:

1. if AF Vo and V F a#s, then A F aftso;

2. if AF Vo and Vs =, t, then AF so =, to.
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Let C range over freshness and a-equivalence constraints. A constraint problem C7r is a
finite arbitrary set of such constraints. We abbreviate A+ Cy,...,AFCpas A+ {Cy,...,Cp}.
The actions of permutations and substitutions and the functions V(-) and A(-) extend naturally
to constraints and constraint problems. The following is a corollary of Lem. 2.7.

Corollary 2.8. For any pair of freshness contexts V, A, constraint problem Cr and v-substitution
o, such that A+ Vo we have that, if V F Cr, then A+ Cro. Similarly, V & Cr if and only if
VExCr.

Definition 2.9. A unification problem Pr is a constraint problem Cr where a-equivalence
constraints are now written as unification constraints s .~; ¢t. A solution to Pr, if one
exists, is a pair (A, o) of a freshness context A and a v-substitution ¢ such that A + Cro.
Then, call ¢ a unifier of Pr and say Pr is unifiable.

Write U(Pr) for the set of all solutions to a unification problem Pr. (A,o) € U(Pr)
is more general than (A',0’) € U(Pr), written (A,0) < (A’,0’), if there exists some v-
substitution 6 such that A’ F (o 00) =, oc’and A’ - Af. Then, (A,0) is a most general
solution if there is no (A, 0’) € U(Pr) such that (A, 0’) < (A, 0).

Similarly to nominal unification of non-extended terms [UPG04], solving a unification prob-
lem Pr involves finding a pair comprising of a v-substitution o and a freshness context A such
that A+ Pro. However, unlike non-extended nominal unification, there may be more than one
least set of primitive constraints A; such that A; = Pro. Moreover, in [UPG04], the unicity of
most general solutions was shown for non-extended nominal terms. This does not hold in the
presence of a-substitutions. For instance, the unification problem {[a — ¢]-X 7a%2 ¢} has solu-
tions (&, [X — a]) and (&, [X ~— ¢]) which are more general than any other solution (V, o) to the
problem; there is no v-substitution # such that (V,o) < (&, [X — a]) or (V,0) < (&, [X — d]).
Also, neither (&, [X + a]) < (&,[X — ¢]) nor (&, [X — ¢]) < (&,[X + a]). Accordingly, the
role of principality must be taken on, in general, by a complete set of solutions [BS01].

3 Undecidability of Extended Nominal Unification

To prove undecidability of extended nominal unification, we follow closely [Gol81] where Hil-
bert’s tenth problem, proved undecidable in [Mat70], is used to show the undecidability of
second-order unification. The main idea is to build unification problems for which a ground
unifier simulates addition or multiplication. Then, one can use such term language to generate
Diophantine equations.

Goldfarb numbers are inspired by Church numerals, Az.Af.f(f(... f(z))), dropping the
abstraction on f so that the representation is of second-order type. In nominal terms, we
denote Goldfarb numbers as tuples of atoms: (a, (a, ... (a,c))) with n unabstracted occurrences
of atom a and one occurrence of atom c represents the natural number n. Then, we abbreviate
(a,(a,...(a,c))) as [n,a,c]; more generally, [n,a,t] represents the expression (a, (a,...(a,t)))
where n > 0, ¢ is a term belonging to the language defined in Def. 3.1. Goldfarb numbers are
exactly those that solve the extended nominal unification problem

{(a,[c— a]-F) 2= [c — (a,a)]-F}. (1)

Definition 3.1 (Term language L). Let X, A be countable sets of variables and atoms re-
spectively (see Section 2), and consider an empty set of function symbols. The language L
contains all the nominal terms generated by the grammar given in Def. 2.1 with the exception
of abstraction terms, which are not part of L. We refer to such terms as L-terms.
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Informally, language L contains a restricted class of extended nominal terms with neither
function symbols nor abstraction terms. Such constraint on the grammar of extended terms and
the restriction to ground unifiers allows us to state that any unifier to Lem. 3.2 and Lem. 3.3
simulates addition and multiplication respectively. Intuitively, if unification of L-terms is proven
undecidable, it is easy to see that undecidability also holds for the general case.

Following a notation closer to that of Goldfarb’s term language, L-terms of form [n,a, ]
are now denoted as m,t for any atom a € A, L-term ¢ and integer n such that n > 0. Then,
[n, a,[m,a,t]] is thus denoted as n + myt.

Observe that, to simulate addition, Goldfarb uses Church’s notation for the A-term add =
An.dm.Az.n(m(x)). Below, we adapt such notation for our language L.

Lemma 3.2 (Simulating addition). Let Prt = {[c — Fs]-Fy 9= F3}. For all m,n,p > 0,
there exists a ground unifier 6 for Prt such that {[Fy — Tiac; Fy — Mac; F3 — p,c]} C 0 if and
only if p=m+n.

Next, a unification problem to simulate multiplication is defined. Once again, the lemma
and its proof are closely based on their counterpart in [Gol81].

Lemma 3.3. Let Pr* = {s1 7/ sa} where
s1=[e1 — a;e0 = byeg = ([e— a)-Fs, (e — b]-Fa,¢))]-G and
so = ((a,b),[c1 = [c+ a]-F1; e — 1pb; ez = c]-G).

For all m,n,p > 0, there is a ground unifier 0 for Pr* such that o = [F1 — Mac; Fy —
mpe; F3 — Dyc] and o C 0 if and only if p=m x n.

Finally, we prove the undecidability for extended nominal unification using the term lan-
guage from Def. 3.1, Lem. 3.2 & Lem. 3.3, as follows.

Notice that every Diophantine equation of form P(Xi,...,X,) = Q(Xy,...,X,) can be
decomposed into a system of equations of the form indicated below (m denotes a natural
number)

Xi—‘er:Xk, XiXXj:Xk7 X; =m.

Now, we associate a unification problem with each such system, containing

for each X, a unification problem as given in Eq. 1;

for each X; + X; = X}, the unification problem used to define addtion in Lem. 3.2;

for each X; x X; = X}, the unification problem used to define multiplication in Lem. 3.3;

for each X; = m, the equation X; = m,ec.
We have thus an encoding of Hilbert’s tenth problem.

Theorem 3.4. There is an effective method that reduces Hilbert’s tenth problem to the nominal
unification problem for L-terms. Therefore unification of mominal terms extended with atom
substitution is undecidable.

4 Conclusion

We have shown that nominal unification is undecidable if we extend nominal syntax with
a primitive, capture-avoiding atom substitution operation. Matching on the other hand is
decidable: we refer to [Dom17] for a matching algorithm for extended nominal terms, which is
unitary for a class of ‘simple’ matching problems. In future work, we will explore their use in
nominal rewriting and nominal equational reasoning, and also their application to type systems
and programming languages.
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